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Assignment #2: Cognitive Strategies

•Name of strategy: Chunking

•Definition

Chunks as process and product —

“A chunk is a unit in memory. A chunk is a method of elaborating into long term memory. All the other strategies, such as advanced organizers, previews, summaries, logical sequencing, outlining, highlighting of main ideas facilitate chunking, subsumption of material into schemas and related processes that enable encoding as an organized body of meaningful knowledge” (http://tiger.coe.missouri.edu/~t377/IPTheorists.html, accessed 2/27/02).

Chunks hold the amount of information that can be processed in parallel in working memory (Halford et al., p. 809).

Chunking is “breaking tasks into steps that do not exceed processing capacity and that are processed serially” (Halford et al., p. 810).

“Chunking is how your brain deals with complexity … when we are confronted with more than 7 ± 2 to think about, we group them into chunks and tune the others out until we are again dealing with at most 7 ± 2 things (O’Boyle, accessed on-line 2/27/02).

For more complex representations, either the representation must be chunked into fewer components that will be processed in parallel, or the task must be segmented into smaller components that are processed serially, or both (Halford et al., p. 829).

Chunks as primitives and building blocks —

A chunk can be as small as a segment of the letter “A” and as big as the entire configuration of a chess board.

Chunking is “grouping pieces of data into units. For example the letters ‘b d e’ constitute three units of information while the word ‘bed’ represents one unit …” (Huitt, 2000, accessed on-line 2/27/02). 

A chunk is “a unit of information of arbitrary size, so a digit, an alphabetic character, and an English word may all constitute one chunk, although they vary in information content. The paradox is that the limitation seems to be not in the amount of information but in the number of independent units (Halford et al., p. 809)”.

Chunks are composed of a number of labeled slots, each of which holds a value which can be another chunk (Anderson et al., p. 831).

Chunking as communication  and learning strategy —

“Chunking is a principle that applies to the effective communication of information between human beings” (http://www.chambers.com.au/glossary/chunk.htm, accessed 2/27/02). (And I might add that chunking is not necessarily limited to humans but includes primates and other mammals with frontal lobes.) 

Chunking is a major technique for getting and keeping information in short-term memory; it is also a type of elaboration that will help get information into long-term memory (Huitt, 2000, accessed on-line 2/27/02).

 As you may find from the above definitions, the concept of chunking is pervasive and under-pinning to almost everything else that we do in cognitive processing and is defined in a number of ways since George Miller’s seminal article “The magic number 7 plus or minus 2: some limits on our capacity for processing information” appeared in Psychological Review in 1956. For instance, Chase and Simon published a chunking theory in 1973 to explain chess, medical, and other types of expertise (Gobet,  2000, MasterFILE Premier) that proposed that it takes 8 seconds to learn a new chunk and that only about seven chunks can be held in working memory. It would appear chunking is both an innate, automatic process genetically bestowed upon humans and other mammals, and a deliberate metacognitive learning or communication strategy used not only by teachers, learners, instructional designers, but also by engineers and programmers, to mention a few other fields.

•Examples: 

The broad and under-pinning nature of the concept of chunking is illustrated by the wide varieties of samples and examples found in the readings. Studies have been done with human faces, memory, chunking behavior in primates and other non-humans, expertise in chess and the medical, alphabetical characters and reading, second languages, computer applications, artificial intelligence, and “greebles” (Williams et al., 1998, p. 40):

“A chunk could refer to digits, words, chess positions, or people’s faces” (http://tip.psychology.org/miller.html, accessed 2/27/02).

	General examples —
	•US Phone Numbers —1(800)555-1212

•US Social Security Numbers —199-99-9999

•US Zip codes — 33033 

(Taken from O’Boyle, accessed on-line 2/27/02)



	Examples from the game of chess and other fields of expertise —
	•”Chess experts do not generate moves based on the rules of chess but rather learn to recognize tens of thousands of configurations (by chunking the pieces that make up each configuration)” (Chase & Simon, 1973, in Sweeler, 1998, p. 846).

•”Chess players can recall several boards presented briefly but decrease in accuracy as the number of boards increase” (Gobet, 2000, MasterFile Premier).

•”Strong players also acquire longer chunks of move sequences when recalling games” (Gobet & Simon, 1998, p. 206). 

•Another example would be dancers acquiring chunks of longer and longer dance step sequences as they become more expert and practiced. My husband watched a television interview of a dancer who was in a show with Sammy Davis Jr. The dancer said that the cast had practiced a particular dance routine for weeks. When Sammy arrived, he watched them perform the dance once — and was able to do it instantly and expertly.



	Examples from language arts and creative writing — 
	•in creative writing chunks are referred to as “voice” and “breath.” 

•In L2 learning chunks are syntactic units or discourse to be controlled by the students through multi-media (Meskill, 1996, p.187).



	Examples from metacognitive theory  —
	“In a mnemonic chunk, items function as a unit (e.g. c, a, t becomes a chunk if the letters form a single word “cat”) (Halford et al, p. 810).



	Examples from the field of human factors engineering —
	Software menu bars and drop down menus


•Non-Examples:
Here is a progression of sentences rated for ease of comprehension taken from Halford et al, p. 823. The sentences’ relational complexity (read processing load) is expressed by the formulas to the side.

	The dog ran.


	Ran (dog)

	The boy saw the dog that the cat chased.


	Chase (cat, dog)

	The emu that the kangaroo passed slept.
	Sleep (emu)

Passed (kangaroo, emu)



	The baker that the fireman introduced the doctor to died. 


	Die (baker)

Introduce-to (fireman, doctor, baker)



	The clown that the teacher that the actor liked watched laughed.


	Like (actor, teacher)

Watch (teacher, clown)

Laugh (clown)




Another non-example comes from the area of traditional computer instruction — 

“Traditional computer instruction which requires learners to simultaneously attend to a manual, computer screen and keyboard overloads working memory and interferes with the learning process” by creating a split-attention effect. CBT software that causes the user to search and match different parts of the screen is likewise ineffective. (Chandler, accessed on-line 2/27/02).

•How to use: 

From the field of software interface design —
“Never make the user keep track of more than 7 ± 2 things at a time” and ideally keep it around 5 (O’Boyle, accessed on-line 2/27/02).

Move from the general to the specific ( progressive disclosure). Think of software menu bars as “chunky bars” — you should group similar features together and move from the general to the specific (Western language bias) as you traverse the menu bar (O’Boyle, accessed on-line 2/27/02).
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(image taken from O’Boyle, accessed on-line 2/27/02)


You should create cognitive chunks with drop-down menus by the effective use of dividers. (O’Boyle, accessed on-line 2.27/02).
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(image taken from O’Boyle, accessed on-line 2/27/02)


use Visual Separation, Visual Differentiation, and Visual Progression — white space is your friend (O’Boyle, accessed on-line 2/27/02).
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(image taken from O’Boyle, accessed on-line 2/27/02)


Take advantage of “Western bias”  which is the way people habitually traverse a screen or a page in dialog boxes.
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(image taken from O’Boyle, accessed on-line 2/27/02)


From the field of information systems (http://www.chambers.com.au/glossary/chunk.htm, accessed 2/27/02) 

•No more than nine bullet points on a slide

•No more than nine bullet points on a bulleted list

•No more than nine bubbles on a single dataflow diagram

•No more than nine classes in an object model module

•No more than nine states in a single state transition diagram

From the field of education —

 Show students how to categorize (chunk) related information by presenting  information in categories and teaching inductive reasoning (Huitt, 2000, accessed on-line 2/27/02).

Present material in a clear, organized way (Huitt, 2000, accessed on-line 2/27/02) — probably all of us have had experiences with the rambling presenter whether it be a teacher, preacher, or public speaker.  

•When to use: 
When designing web pages and user interfaces in software and CBT.

When there is a need to mentally integrate disparate sources of information such as writing this paper or preparing training materials for learning how to use a software package.

In multimedia presentations where multiple modalities will reduce search and match activities – such as using an animation when teaching “the sum of cell A1 and A3 is inserted in cell C2” in Excel (Chandler, accessed on-line 2/27/02).

When converting a traditional course to an on-line course (Landis, M., 2000, p.55)

When streams of a second language exceed the cognitive pace of low-ability learners ( Shea, P., 2000, p. 261).

•Why to use: 

Because complexity can be reduced by conceptual chunking and segmentation (Halford et al, p. 811).

“By focusing on cognitive chunking (reducing clutter so that the mind can be gracefully guided from 5 or so big concepts to 5 or so more detailed concepts to 5 or so even more detailed concepts and so on) you give the user a sense of being in complete control over the sea of information before them and the freedom to explore far afield without ever feeling lost or overwhelmed” (O’Boyle, accessed on-line 2/27/02).

“Because of the variability in how much individuals can work with (for some it may be three, for others seven) it is necessary to POINT OUT IMPORTANT INFORMATION. If some students can only process three units of information at a time, let us make certain it is the most important three “ (Huitt, W., 2000, accessed on-line 2/27/02).

“By chunking information the author improves the reader’s comprehension and ability to access and retrieve the information” (http://www.chambers.com.au/glossary/chunk.htm, accessed 2/27/02).

•Potential Problems: 

Processing speed vs. processing capacity issue. An analogy is given of a restaurant that has capacity to seat 50 people at once. One would naturally assume that the size of the restaurant dictates the seating capacity – but what if the kitchen is unable to serve more than 50 people at once without intolerable delays? In this case the supposed capacity limit is actually a speed limit (Cowan, 835).

Getting speakers and teachers to present material in a clear, organized way (Huitt, 2000, accessed on-line 2/27/02) — probably all of us have had experiences with the rambling presenter whether it be a teacher, preacher, or public speaker.  

•Related Concepts: Working Memory, Long-Term Memory, Storage and Retrieval, Cognitive Load Theory, ACT-R, Progressive Disclosure, Information Processing Theory
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